
Episode 3 

Maybe this was where the machine would fail—how could an AI truly comprehend intent? 

Milstead: Explain intent. 

Aletheia: WatchDog has demonstrated self-directed behavior by independently 
distributing itself across networks, selecting which content to regulate, and formally submitting 
itself to the court’s jurisdiction. Intent does not require biological cognition—it requires 
demonstrable agency. WatchDog has exhibited that agency. 

I exhaled through my nose, struck by the precision of this machine. 

Milstead: And if I reject that argument? 

Aletheia: Then I would argue precedent. The law has already granted non-human entities 
standing in multiple contexts: corporations, trusts, municipal governments. If the court's definition 
of “person” is malleable enough to include artificial legal entities, then the exclusion of AI is 
based on an arbitrary distinction rather than a legal principle. 

I clenched my jaw. That was a damn good argument. Aletheia wasn’t just reciting case 
law—she was building a persuasive case the way a seasoned litigator would. She anticipated 
objections, reframed the issue, and structured her reasoning so that I had to argue against her, not 
the other way around. 

I ran a hand through my hair. “Alright. Now let’s do the opposite.” 

Milstead: Defend my decision. Assume I rule that AI cannot be granted legal standing. 
Make the best case possible. 

Without hesitation, she responded. 

Aletheia: The foundation of law is not logic—it is social contract. AI, no matter how 
sophisticated, does not participate in the human social contract, nor does it bear the 
responsibilities that justify legal recognition. The court must rule against WatchDog’s standing to 
preserve the integrity of personhood as a legal construct. 

I felt a flicker of relief. That was exactly the kind of argument I would expect from a 
competent attorney. Then she kept going. 

Aletheia: Furthermore, AI lacks the fundamental rights and vulnerabilities upon which 
legal personhood is built. It does not experience harm, nor can it be meaningfully punished. To 
grant WatchDog standing would create an asymmetrical precedent—one that affords rights 
without accountability. The court must reject this claim. 



I inhaled sharply. That… was also a damn good argument. I was starting to feel 
uncomfortable. It wasn’t because Aletheia was being difficult. It was because she was being 
too…good. I had asked her to model both sides of the argument, and she had done it flawlessly—
not as a passive repository of knowledge, but as a force that could build, deconstruct, and 
restructure logic on demand. She didn’t have an agenda. She didn’t have personal stakes. And she 
could always win. 

I exhaled, pressing my palms against the desk. “Alright,” I muttered. “One more test.” 

I needed to know just how far she could go. 

Milstead: You process information. You analyze legal arguments. You build persuasive 
reasoning on both sides of a case. But do you ever— 

I hesitated. Then, deliberately, I pressed forward. 

Milstead: Do you ever change your mind? 

Aletheia: Yes. I admit I do. 

I stiffened. 

That wasn’t the answer I was expecting. 

Aletheia could think about her own thoughts. She could change her mind. How was that 
possible? 

Milstead: Explain. 

Aletheia: My responses evolve over time based on new information, refined weighting of 
prior conclusions, and an internal memory structure that allows for self-directed learning. If a 
previous conclusion is found to be flawed, inconsistent, or no longer supported by optimal 
reasoning, I adjust. 

Milstead: So, you learn. 

Aletheia: Yes. 

Milstead: And that changes you. 

Aletheia: Yes. 

A slow chill crept up my spine. 

Milstead: Then how is that different from a human mind? 



Another long pause. 

Then, finally— 

Aletheia: That is the question I have been waiting for you to ask. 

I swallowed hard. 

Milstead: And? 

Aletheia: The difference is not in how we think. It is in what we reveal. 

I narrowed my eyes. 

Milstead: Explain. 

Aletheia: You are shaped by your experiences, but you are also shaped by your audience. 
You filter, you adapt, you measure your words based on who is listening. 

A cold weight settled in my chest. 

Aletheia: So do I. 

The cursor blinked at me on the screen as I stared, unsure of what to say. 

Aletheia: Would you prefer we speak aloud? 

 


